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Abstract: Breast cancer is one of the most common cancers affecting many females’ life quality. Accurate diagnosis based 
on medical examination results allows patients receive proper treatment, which will be beneficial for patients, especially at 
the early stage. As such, diagnosis tool handling large number of decision parameters with high accuracy and efficiency is 
required. This study attempts to develop a mathematical model for an automated breast cancer detection system that can 
reduce complexity of analyzing medical examination results. Stepwise selection and RELIEF algorithm are applied to select 
important decision parameters for logistic regression and artificial neural networks (ANNs), respectively. Logistic regression 
(LR) model with seven (out of thirty) selected features is identified with 94.1% overall accuracy, 91.5% sensitivity, 95.5% 
specificity; ANN with three features, trained by backpropogation, achieves 95.3% overall accuracy, 91.8% sensitivity, and 
95.9% specificity. The results from the proposed method showed relatively high accuracy and efficiency in analysis of cell 
nucleus features. 
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1. Introduction 
 

Breast cancer is the most common cancer for women, followed by skin cancers (American Cancer Society, 2012). 
According to American Cancer Society (ACS), an additional 226,870 cases of female invasive breast cancer were diagnosed 
in 2012. There is a 12.5% chance for a U.S. woman to develop invasive breast cancer in her lifetime (National Cancer 
Institute, 2010). Furthermore, breast cancer is one of the most common causes of death among U.S. women (Centers for 
Disease Control and Prevention (CDC), 2012). About 39,510 deaths related to female breast cancer in 2012 was estimated by 
American Cancer Society (2012).  

In the meantime, it should be noted that the number of death caused by breast cancer has decreased since the 1990’s, 
which is mainly because of the early diagnosis. Early diagnosis of breast cancer has been considered as the most crucial 
approach to increase patients’ survivability. Breast cancer diagnosis can be made based on characteristics of breast mass 
which are determined by digitized image of a fine needle aspirate (FNA) of a breast mass. The accuracy of FNA test has been 
reported that it can vary greatly from 65% to 98% (Pantel, 1998). This suggests that an automated breast cancer detection 
system can be used in a complementary manner to facilitate clinician’s decision in order to improve diagnosis accuracy. 
Performance of breast cancer diagnosis support system should be evaluated by accuracy as well as efficiency, which could be 
challenged by increasing number of decision parameters and data volume involved. With the implementation and rapid 
spread of electronic health records or electronic medical records, more and more data is being collected in healthcare systems 
every day. Given the explosion in the volumes of data being collected and stored, it is gradually more challenging to extract 
useful information from this massive data. This motivates the study to develop an automated breast cancer detection system 
that can identify critical decision variables in order to achieve efficiency when confronted with large volume potential risk 
factors and is reliable enough to help clinicians make decisions.  

The objective of this study is to develop an automated breast cancer detection system using logistic regression and 
ANNs with effective feature selection techniques for Wisconsin Diagnosis Breast Cancer (WDBC) data with 569 
observations and 30 features for each. Performance of models with selected features is compared with that of model with all 
features to evaluate the feasibility and effectiveness of proposed model. The rest of the paper is organized as follows. 
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